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Abstract

Trong bối cảnh chuyển đổi số hiện nay, việc kết hợp AI vào các hệ thống là một nhu cầu tất yếu. do đó luận văn này phát triển một hệ thống quản lý công việc nhằm tự động hóa việc tạo báo cáo, hướng dẫn người mới, tra cứu đầu mối. Hệ thống nâng cao năng suất thông qua việc tự động tạo báo cáo, đề xuất nhiệm vụ và hướng dẫn nhân viên mới. Mô hình AI được huấn luyện trên dữ liệu từ Jira và dữ liệu các nhóm chat nội bộ, giúp hệ thống nắm bắt ngữ cảnh thực tế và quy trình nghiệp vụ.

Cốt lõi của hệ thống là mô hình DeepSeek, được tinh chỉnh bằng kỹ thuật LoRA (Low-Rank Adaptation) kết hợp Multi-Stage Fine-Tuning. Kỹ thuật LoRA cố định trọng số gốc và chỉ huấn luyện thêm một lượng nhỏ trọng số hạng thấp, giúp giảm đến hàng nghìn lần số tham số cần cập nhật so với tinh chỉnh toàn bộ mô hình [1]. Phương pháp này bảo toàn kiến thức nền nhằm giảm thiểu hiện tượng “quên lệch” (catastrophic forgetting) [2].Ngoài ra, tinh chỉnh đa giai đoạn giúp mô hình duy trì khả năng tổng quát trên nhiều nhiệm vụ [3].Nhờ đó, hệ thống cân bằng tính chuyên môn hóa và khả năng tổng quát, mang lại giải pháp quản lý công việc hiệu quả.
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1. Introduction

# Problem & Motivation

Trong môi trường doanh nghiệp hiện tại, việc theo dõi, nhu cầu phân bổ và đánh giá tiến độ công việc hiệu quả ngày càng lớn, đặc biệt với sự gia tăng về quy mô dự án và độ phức tạp trong quy trình vận hành. Mặc dù nhiều công cụ như Jira hay Trello đã được áp dụng rộng rãi, chúng vẫn chủ yếu mang tính chất lưu trữ và theo dõi thủ công, đòi hỏi sự can thiệp thường xuyên từ người dùng. Điều này khiến quá trình tổng hợp báo cáo, đề xuất công việc hoặc hướng dẫn nhân viên mới trở nên tốn thời gian và thiếu nhất quán.

Song song với đó, sự phát triển nhanh chóng của các mô hình ngôn ngữ lớn (LLMs) như ChatGPT, Grok, DeepSeek mở ra cơ hội mới trong việc tự động hóa các tác vụ quản lý công việc. DeepSeek là một dòng mô hình ngôn ngữ mã nguồn mở được huấn luyện trên tập dữ liệu quy mô hàng nghìn tỷ token, với năng lực suy luận được tăng cường thông qua các chiến lược huấn luyện nhiều giai đoạn [4]. Tuy nhiên, để tận dụng hiệu quả các mô hình này trong môi trường doanh nghiệp cụ thể, việc tinh chỉnh (fine-tuning) dựa trên dữ liệu nội bộ là điều thiết yếu. Điều này đặt ra thách thức về hiệu quả tài nguyên, khả năng mở rộng và nguy cơ làm mất đi tri thức nền của mô hình gốc nếu không được huấn luyện đúng cách [2].

Từ nhu cầu thực tiễn, bài viết này này tập trung phát triển một hệ thống trí tuệ nhân tạo hỗ trợ doanh nghiệp trong việc theo dõi, phân tích và tối ưu hóa hoạt động vận hành nội bộ. Hệ thống dựa trên DeepSeek, một trong những mô hình LLM mã nguồn mở nổi bật hiện nay, được huấn luyện trên dữ liệu quy mô lớn, sở hữu khả năng suy luận ngữ cảnh tốt và có hỗ trợ tiếng việt. Tuy nhiên, để khai thác hiệu quả mô hình trong môi trường doanh nghiệp cụ thể, nơi có ngôn ngữ nội bộ, thuật ngữ chuyên ngành và đặc thù quy trình riêng biệt, việc fine-tuning là yếu tố bắt buộc. Fine-tune không chỉ giúp thích nghi với dữ liệu đặc thù của tổ chức mà còn mở ra khả năng tự động hóa hàng loạt quy trình như: tạo báo cáo tiến độ công việc, đề xuất nhiệm vụ phù hợp theo bối cảnh và định hướng nhân viên mới thông qua các hướng dẫn được cá nhân hóa.

Để giải quyết các bài toán trên mà vẫn đảm bảo hiệu quả tài nguyên và độ ổn định mô hình, bài viết đề xuất kỹ thuật LoRA (Low-Rank Adaptation) trong quá trình tinh chỉnh mô hình DeepSeek. LoRA là một phương pháp được đề xuất bởi [1]. cho phép giảm thiểu đáng kể số lượng trọng số cần cập nhật bằng cách chèn thêm các ma trận hạng thấp vào trong cấu trúc mô hình đã huấn luyện sẵn. Nhờ đó, quá trình fine-tune có thể được thực hiện với chi phí bộ nhớ và tính toán thấp hơn hàng chục lần so với tinh chỉnh toàn bộ mô hình, nhưng vẫn giữ nguyên được hiệu năng ở mức cao. Vì các trọng số gốc được giữ nguyên, mô hình sau tinh chỉnh bằng LoRA có khả năng duy trì tốt các tri thức nền, qua đó hạn chế hiệu ứng catastrophic forgetting [2].

LoRA cũng mang lại tính linh hoạt cao cho doanh nghiệp: chỉ cần lưu trữ phần trọng số được chèn thêm (adapter) thay vì toàn bộ mô hình sau khi huấn luyện, giúp giảm chi phí lưu trữ và dễ dàng triển khai đa phiên bản cho các bộ phận khác nhau. Trong bài viết này, dữ liệu huấn luyện được lấy từ các nền tảng Jira, cùng với các tệp log nội bộ ghi nhận tiến trình làm việc, phản hồi nhân viên và lịch sử nhiệm vụ. Dữ liệu này được xử lý và cấu trúc lại theo định dạng chuẩn đầu vào của mô hình, từ đó phục vụ cho việc huấn luyện các adapter LoRA theo từng tác vụ chuyên biệt: tạo báo cáo tổng hợp công việc, đề xuất nhiệm vụ tương thích với vai trò, và hỗ trợ định hướng và hướng dẫn xử lý task cho nhân viên mới.

Việc tích hợp mô hình DeepSeek đã được tinh chỉnh vào hệ thống quản lý công việc sẽ không chỉ giúp tự động hóa nhiều khâu quan trọng, mà còn đóng vai trò như một “trợ lý nội bộ”, có khả năng hiểu ngữ cảnh, đề xuất hành động và hỗ trợ ra quyết định theo thời gian thực. Đây là bước tiến cần thiết nhằm nâng cao năng lực vận hành trong bối cảnh doanh nghiệp đang đối mặt với áp lực chuyển đổi số và tối ưu nguồn lực.

# Existing work

Trong vài năm gần đây, việc ứng dụng các mô hình ngôn ngữ lớn (LLM) vào hệ thống hỗ trợ doanh nghiệp đã nhận được nhiều sự quan tâm từ. Các mô hình như GPT, LLaMA, và gần đây là DeepSeek đã cho thấy tiềm năng trong việc xử lý ngôn ngữ tự nhiên một cách linh hoạt và chính xác, mở ra hướng phát triển cho các hệ thống tự động như trợ lý công việc, công cụ tổng hợp báo cáo, và gợi ý tác vụ thông minh. Tuy nhiên, để triển khai các mô hình này một cách hiệu quả trong môi trường doanh nghiệp cụ thể, yêu cầu về tinh chỉnh mô hình (fine-tuning) theo dữ liệu nội bộ trở nên cần thiết.

Một trong những công trình có ảnh hưởng lớn trong lĩnh vực tinh chỉnh LLM là nghiên cứu của [1], giới thiệu kỹ thuật **LoRA – Low-Rank Adaptation**. Phương pháp này giữ lại toàn bộ trọng số của mô hình gốc và chỉ huấn luyện thêm hai ma trận hạng thấp tại các lớp attention, giúp giảm mạnh chi phí bộ nhớ và tính toán trong quá trình fine-tune. LoRA được chứng minh có thể đạt chất lượng tương đương với fine-tuning toàn phần trong nhiều tác vụ NLP, đồng thời giảm nguy cơ làm mất đi các kiến thức nền đã học trước đó. Nhờ tính chất nhẹ và linh hoạt, LoRA đã trở thành nền tảng cho nhiều phương pháp mở rộng như QLoRA [5], áp dụng LoRA trên mô hình lượng tử hóa 4-bit để tinh chỉnh hiệu quả trên GPU bộ nhớ thấp.

Bên cạnh hiệu quả tính toán, một vấn đề khác trong fine-tuning là **hiện tượng catastrophic forgetting**,khi mô hình được tinh chỉnh nhiều lần hoặc cập nhật liên tục theo thời gian. [2] đã nghiên cứu mối quan hệ giữa số lượng bước huấn luyện và mức độ suy giảm kiến thức gốc, chỉ ra rằng ngay cả với các kỹ thuật như LoRA, nếu không có chiến lược quản lý thông tin hợp lý thì mô hình vẫn bị mất kiến thức nền nghiêm trọng. [6] cung cấp một khảo sát toàn diện về các phương pháp continual learning cho LLMs, bao gồm rehearsal, regularization, parameter isolation, và kết hợp các kỹ thuật như adapter hoặc LoRA để duy trì hiệu năng lâu dài.

Đối với những model LLM mã nguồn mở, DeepSeek là mô hình có tiềm năng cao, được thiết kế theo hướng hỗ trợ cộng đồng nghiên cứu triển khai mô hình hiệu quả trên dữ liệu tùy biến. Trong báo cáo kỹ thuật mới nhất, nhóm DeepSeek [4] đã huấn luyện các mô hình từ 1.3B đến 67B tham số với dữ liệu chất lượng cao, hỗ trợ đa ngôn ngữ và tối ưu cho khả năng suy luận logic. DeepSeek-R1, phiên bản fine-tuned reasoning model của họ, đạt kết quả tương đương với các mô hình thương mại như OpenAI GPT-3.5 trong nhiều tác vụ đòi hỏi lập luận nhiều bước [7]. Đáng chú ý, DeepSeek được phát hành với giấy phép mã nguồn mở đầy đủ, tạo điều kiện thuận lợi cho việc áp dụng trong môi trường doanh nghiệp không có khả năng truy cập mô hình thương mại đắt đỏ.

Một số tài liệu thực nghiệm cũng đã chứng minh khả năng ứng dụng của DeepSeek vào các bài toán đặc thù. Ví dụ, trong tài liệu hướng dẫn của DataCamp [8] các tác giả đã thực hiện tinh chỉnh DeepSeek-R1 Distill (8B) bằng kỹ thuật LoRA để xây dựng chatbot y khoa có khả năng suy luận theo chuỗi (chain-of-thought). Mặc dù không liên quan trực tiếp đến tác vụ quản lý công việc, nhưng phương pháp tiền xử lý dữ liệu và chiến lược fine-tuning trong nghiên cứu này hoàn toàn có thể áp dụng cho các bài toán tương tự như tạo báo cáo, phân tích tiến độ, hoặc đề xuất nhiệm vụ trong doanh nghiệp.

Cuối cùng, để triển khai các mô hình tinh chỉnh này vào thực tế, một vấn đề khác là hạn chế tài nguyên phần cứng. [9] đã chứng minh khả năng tinh chỉnh mô hình LLM quy mô trung bình (1.3B–7B tham số) bằng kỹ thuật LoRA ngay trên CPU thông qua kỹ thuật tối ưu tính toán ma trận và lượng tử hóa nhẹ. Điều này đặc biệt quan trọng với các doanh nghiệp nhỏ hoặc tổ chức không có GPU chuyên dụng, giúp hạ thấp rào cản triển khai hệ thống AI trong nội bộ.

Các công trình hiện tại đã xây dựng nền móng quan trọng cho việc áp dụng LLM vào các hệ thống trợ lý doanh nghiệp. Tuy nhiên, vẫn còn thiếu những nghiên cứu cụ thể hóa hướng tiếp cận trong bài toán **quản lý công việc**, nơi đòi hỏi khả năng tích hợp dữ liệu nội bộ (như Jira, hệ thống chat), giữ ổn định tri thức nền và hoạt động hiệu quả trên nền tảng tài nguyên hạn chế. Bài viết này kế thừa các hướng tiếp cận đã được xác lập, đồng thời mở rộng bằng cách kết hợp DeepSeek, LoRA và dữ liệu công việc thực tế để xây dựng một hệ thống hỗ trợ quản lý phù hợp với nhu cầu của doanh nghiệp hiện đại.

# Contribution

Bài viết tập trung vào việc thiết kế và phát triển một hệ thống quản lý công việc dựa trên mô hình ngôn ngữ lớn DeepSeek, với các thành phần được tinh chỉnh bằng kỹ thuật Low-Rank Adaptation (LoRA) nhằm đảm bảo hiệu quả triển khai trong môi trường doanh nghiệp có tài nguyên hạn chế.

Bài viết đề xuất một kiến trúc hệ thống quản lý công việc AI phù hợp với bối cảnh doanh nghiệp vừa và nhỏ, trong đó mô hình ngôn ngữ được phân tách theo các tác vụ cụ thể như: sinh báo cáo tổng hợp, gợi ý hướng xử lý công việc, và tạo hướng dẫn nhân sự mới. Từ những chức năng đã được chia, các task trong mô hình sẽ được huấn luyện song song với nhau và đảm bảo các vector của các task trực giao với nhau và trực giao với chính task đó. Từ đó tăng khả năng học dữ liệu mới trong những tập dữ liệu hạn chế,và đảm bảo các task vẫn có khả năng chia sẻ kiến thức với nhau, đồng thời giảm catastrophic forgetting khi khi vector mới chỉ trùng lặp một phần rất nhỏ với tri thức đã học, từ đó chủ yếu gây nhiễu chứ không hoàn toàn khiến mô hình cũ bị quên đi những tri thức cũ.

Để tăng khả năng học những kiến thức có độ trùng lặp cao – vốn dễ bị loại bỏ bởi ràng buộc trực giao, bài viết đề xuất sử dụng kỹ thuật CoLA nhằm đảm bảo mỗi task vừa học đặc trưng riêng biệt, vừa khai thác biểu diễn dùng chung thông qua cơ chế phối hợp giữa các expert, từ đó tăng khả năng tổng quát và tận dụng kiến thức lặp lại hiệu quả hơn.

1. Background Study

Để thiết kế và triển khai thành công một hệ thống quản lý công việc sử dụng trí tuệ nhân tạo, phù hợp với nhu cầu đặc thù của doanh nghiệp, cần xây dựng nền tảng kiến thức vững chắc về cả quy trình vận hành hiện tại và các tiến bộ kỹ thuật trong lĩnh vực mô hình ngôn ngữ lớn. Trước tiên, cấu trúc và đặc điểm dữ liệu của các phương pháp quản lý công việc phổ biến sẽ được phân tích nhằm xác định các điểm có thể tích hợp mô hình AI. Sau đó, các nền tảng kỹ thuật cốt lõi như mô hình DeepSeek, kỹ thuật tinh chỉnh LoRA và chiến lược huấn luyện nhiều giai đoạn, đây cơ sở cho việc lựa chọn công nghệ phù hợp để xây dựng hệ thống hiệu quả, nhẹ và dễ cập nhật theo môi trường thực tế.

# Business Workflow in Enterprises

Trong môi trường doanh nghiệp hiện đại, việc quản lý công việc hiệu quả đóng vai trò quan trọng trong việc đảm bảo năng suất và sự phối hợp giữa các bộ phận. Các tổ chức thường triển khai các hệ thống quản lý quy trình công việc (Workflow Management Systems - WfMS) để tự động hóa và giám sát các quy trình vận hành phức tạp như Jira, Trello. Nên việc thu thập thông tin trao đổi giữa các bộ phận là một việc khả thi.

Tuy nhiên việc lấy dữ liệu từ các hệ thống quản lý quy trình công việc phát sinh một vấn đề. Các công việc thường có sự liên quan nhất định đến sản phẩm, dịch vụ mà công ty cung cấp, nhưng đồng thời cũng có sự tách biệt về thông tin trao đổi trong nội bộ từng đơn vị, phòng ban. Dẫn đến việc dữ liệu khi thu thập vừa có tính tương đồng, nhưng cũng có tính khác biệt trong chi tiết từng công việc. Ví dụ cùng nói về 1 phần mềm, cùng là những thuật ngữ chuyên ngành, nhưng bộ phận BA sẽ cần thu thập cách tương tác với phần mềm; nhưng bộ phận Dev lại có những yêu cầu chuyên sâu về việc hiểu từng chức năng của hệ thống qua code. Từ đó đặt ra yêu cầu về việc mô hình phải hiểu rõ được chính xác sự liên quan khi các bộ phận cùng đề cập đến 1 chức năng, nhưng cũng phải hiểu rõ yêu cầu chuyên sâu của chức năng đó với từng bộ phận là gì.

.

# Deepseek model

DeepSeek-R1-Distill-Qwen-7B là một mô hình ngôn ngữ lớn (LLM) với 7 tỷ tham số, được phát triển dựa trên kiến trúc Qwen và tinh chỉnh từ phiên bản DeepSeek-R1. Mô hình này được thiết kế nhằm đạt hiệu suất cao trong các tác vụ suy luận logic, lập trình và toán học, đồng thời tối ưu hóa cho việc triển khai trên các hệ thống có tài nguyên hạn chế.

Mô hình sử dụng kiến trúc decoder-only Transformer với các đặc điểm kỹ thuật sau:

* Số lớp (n\_layers): 30
* Kích thước mô hình (d\_model): 4096
* Kích thước lớp trung gian (d\_intermediate): 11008
* Số đầu attention (n\_heads): 32
* Số đầu attention cho key-value (n\_kv\_heads): 32
* Kích thước từ vựng: 102,400 (byte-level BPE)
* Chiều dài ngữ cảnh tối đa: 4096 token

DeepSeek-R1-Distill-Qwen-7B có thể được triển khai trên các hệ thống với cấu hình phần cứng vừa phải [10]:

* GPU đề xuất: NVIDIA RTX 3070 với VRAM tối thiểu 8GB
* Yêu cầu VRAM: Khoảng 3.3GB
* Hỗ trợ lượng tử hóa: Có thể giảm yêu cầu VRAM xuống còn khoảng 4GB khi sử dụng lượng tử hóa 4-bit

Điều này cho phép các doanh nghiệp triển khai mô hình trên các máy trạm tiêu chuẩn hoặc thậm chí trên các máy tính cá nhân với cấu hình phù hợp. DeepSeek-R1-Distill-Qwen-7B đã được đánh giá cao trong các bài kiểm tra về khả năng suy luận và lập trình, đạt kết quả tương đương với các mô hình lớn hơn như Qwen3-235B-thinking. Mô hình này tận dụng kỹ thuật chain-of-thought từ DeepSeek-R1 để cải thiện khả năng suy luận, đồng thời duy trì hiệu suất cao trong khi giảm thiểu yêu cầu về tài nguyên tính toán. Với sự cân bằng giữa hiệu suất và khả năng triển khai, DeepSeek-R1-Distill-Qwen-7B là lựa chọn phù hợp cho các ứng dụng doanh nghiệp yêu cầu mô hình ngôn ngữ lớn có khả năng suy luận mạnh mẽ nhưng vẫn có thể triển khai trên hạ tầng phần cứng hiện có.

# Low-Rank Adaptation (LoRA)

LoRA (Low-Rank Adaptation) là một kỹ thuật parameter efficient fine tuning, được đề xuất bởi [1], nhằm giảm thiểu số lượng tham số cần cập nhật khi tinh chỉnh các mô hình ngôn ngữ lớn. Trong phương pháp tinh chỉnh truyền thống, toàn bộ ma trận trọng số W của mô hình sẽ được cập nhật trong quá trình huấn luyện lại, điều này đòi hỏi rất nhiều tài nguyên tính toán và bộ nhớ – đặc biệt khi mô hình có hàng tỷ tham số [1]. Khác với cách tiếp cận này, LoRA giữ nguyên các trọng số gốc và chỉ thêm vào các ma trận có hạng thấp, giúp giảm đáng kể chi phí tính toán và bộ nhớ cần thiết trong quá trình huấn luyện.

Thay vì việc cập nhật trực tiếp ma trận trọng số gốc *W*, LoRA giữ nguyên *W* và chèn thêm một phần hiệu chỉnh có hạng thấp, ký hiệu là ΔW. Với mô hình có một matrận trọng số W∈R*d×k* – nghĩa là có d hàng và k cột, LoRA sẽ thêm vào một ma trận mới được tính từ tích của hai ma trận nhỏ hơn theo công thức ΔW=B⋅A, trong đó A∈Rr×k, B∈Rd×r và r≪min(d,k). Ma trận A đại diện cho các hướng học mới của trọng số gốc W, giúp chiếu thông tin đầu vào xuống không gian hạng thấp, Ma trận B tái mở rộng thông tin từ không gian thấp lên không gian đầu ra, kết hợp lại để tạo ra hiệu chỉnh ΔW = B·A. Sau đó ta tính W′=W+α⋅ΔW, với α là hệ số điều chỉnh, sử dụng như một scaling factor. Nhằm đảm bảo rằng tổng mức ảnh hưởng của phần hiệu chỉnh ΔW là phù hợp, bất kể giá trị r được chọn là bao nhiêu. Điều này cho phép việc thay đổi r (độ nén của ma trận hiệu chỉnh) mà không làm mất cân bằng mức độ tác động của phần tinh chỉnh lên mô hình gốc [1].

Từ thực tiễn, có một vài cách để chọn α tối ưu cho mô hình; theo đó Determined AI khuyến nghị bắt đầu với α=r, sau đó giữ ổn định giá trị này khi thay đổi rank mà không cần tinh chỉnh lại α [11], theo tài liệu AutoTrain Hugging Face đưa ra giá trị mặc định α=32 với rank = 16, và cảnh báo việc đặt α≫r có thể gây overfitting [12]. Sebastian Raschka cũng đưa ra nguyên tắcα / r = 2 [13] là một tỷ lệ hợp lý để giúp ΔW không quá mạnh cũng không quá yếu so với trọng số gốc. Tuy nhiên, theo nghiên cứu của [14] việc sử dụng γr=α/r có thể gây ra hiện tượng suy giảm tốc độ học và hiệu suất tinh chỉnh, đặc biệt khi sử dụng các giá trị r lớn, tác giả đã đề xuất một phương pháp mới gọi là rsLoRA (rank-stabilized LoRA), trong đó hệ số điều chỉnh được thay bằng γr=α/√r để giúp giữ cho độ lớn của phần hiệu chỉnh ΔW ổn định hơn khi r tăng, từ đó cải thiện độ hội tụ và hiệu quả huấn luyện mà không làm ảnh hưởng đến khả năng suy luận của mô hình. Kalajdzievski chứng minh rằng rsLoRA không chỉ cải thiện hiệu suất trên các bài toán benchmark mà còn giảm yêu cầu về tài nguyên tính toán khi huấn luyện các mô hình ngôn ngữ lớn [14].

Việc sử dụng ma trận hạng thấp giúp mô hình áp dụng kỹ thuật LoRA đạt hiệu suất tinh chỉnh tương đương với các phương pháp truyền thống, nhưng chỉ cần 0.1% đến 1% số thamsố được huấn luyện so với fine-tuning đầy đủ [1]. Điều này khiến LoRA trở nên đặc biệt hữu ích trong các môi trường hạn chế tài nguyên, chẳng hạn như khi huấn luyện trên CPU hoặc GPU dung lượng thấp, giúp các doanh nghiệp vừa và nhỏ cũng có thể dễ dàng huấn luyện các mô hình AI của riêng họ.

# Orthogonal-Low-Rank Adaptation

Orthogonalized trong fine-tuning trong Large Language Models là một kỹ thuật để ép các vector hàng hoặc cột của ma trận vuông góc góc với nhau và có độ dài bằng 1. Điều này sẽ ép mô hình phải học thêm thông tin mới và tránh việc học chung hướng với những dữ liệu đã có sẵn khiến mô hình bị catastrophic forgetting [15] [16].

Orthogonal Low-Rank Adaptation [15] là một phương pháp Continual Multi-Task Fine-Tuning, bằng cách chia sẵn dữ liệu thành các task với chủ đề hoặc mục tiêu riêng biệt, O-Lora sẽ huấn luyện tuần tự từng task đó. Từ những task được chia sẵn đó, O-Lora sẽ fine-tuning từng task riêng. Với các nguyên tắc:

* Mỗi task chỉ train trên tập dữ liệu của task hiện tại,
* Bằng cách tính tính mức độ giao nhau giữa các vector O-LoRA tính ra một hàm mất mát phụ gọi là orth\_loss, Sau đó, hàm này được nhân với một hệ số điều chỉnh lambda\_orth và cộng thêm vào tổng mất mát theo công thức: total\_loss = lm\_loss + lambda\_orth \* orth\_loss. Bằng cách này, ma trận A sẽ được ép dần phải trực giao với ma trận A của những task trước đó và trực giao với các hàng khác trong chính nó.
* Sau khi training xong adapter sẽ phải freeze để đảm bảo kiến thức đã được học được bảo toàn.

Bằng cách ép các hướng học (ma trận A) của task mới **t**rực giao với các task trước, O-LoRA đảm bảo mô hình không ghi đè kiến thức đã học, từ đó duy trì hiệu suất tốt cho các tác vụ cũ mà không cần truy cập lại dữ liệu gốc. Mỗi task được ánh xạ vào một không gian con khác biệt nhờ tính chất trực giao của các vector học, giúp mô hình phân biệt rõ ràng giữa các nhiệm vụ khác nhau, tránh nhiễu loạn trong quá trình huấn luyện đa nhiệm. Nhờ không gian học bị giới hạn bởi trực giao, mô hình bị "bắt buộc" phải học các hướng mới thay vì khai thác quá mức vào các trọng số cũ, điều này giúp giảm nguy cơ overfit trên các task ít dữ liệu.

Tuy O-LoRA mang lại hiệu quả cao trong việc bảo toàn tri thức cũ và tránh nhiễu giữa các tác vụ thông qua ràng buộc trực giao, nhưng việc ép ma trận học A của mỗi task phải vuông góc với các task trước cũng có thể vô tình giới hạn không gian biểu diễn mà mô hình có thể học. Điều này đặc biệt đúng trong bối cảnh các task có liên quan cao hoặc chia sẻ nhiều đặc trưng chung – khi đó, việc bắt buộc học theo các hướng hoàn toàn mới có thể khiến mô hình không tận dụng được các biểu diễn hiệu quả sẵn có. [16] [17] chỉ ra các mô hình chỉ được cập nhật trong một không gian biểu diễn bị giới hạn tuy hiệu quả trong việc giảm nhiễu và tránh interference, nhưng lại làm giảm đáng kể khả năng học linh hoạt của mô hìnhdo không thể điều chỉnh đầy đủ các thành phần trọng số.

# Chain of LoRa

Chain of LoRA (COLA) là một kỹ thuật fine-tuning theo hướng residual learning, được đề xuất bởi [18] để khắc phục hạn chế về khả năng tổng quát của phương pháp LoRA gốc. LoRA mặc dù hiệu quả về mặt tài nguyên, nhưng vẫn kém hơn fine-tuning toàn phần trong một số bài toán do chỉ cập nhật một phần nhỏ trọng số dưới dạng ma trận hạng thấp.

COLA lấy cảm hứng từ thuật toán Frank-Wolfe trong tối ưu hóa hàm phi lồi, cho phép tăng dần hạng của phần cập nhật trọng số mà không làm tăng đáng kể chi phí tính toán hay bộ nhớ. COLA giải quyết vấn đề giới hạn khả năng học bằng cách xây dựng chuỗi các LoRA module liên tiếp, mỗi module học phần dư còn lại của trọng số chưa được điều chỉnh, từ đó dần dần xấp xỉ tốt hơn với cập nhật tối ưu. COLA triển khai mô hình theo nhiều giai đoạn:

* Tune LoRA: Huấn luyện một module LoRA mới trên trọng số hiện tại.
* Tie a knot: Hợp nhất trọng số vừa học vào backbone.
* Extend the chain: Khởi tạo adapter LoRA mới và tiếp tục học phần dư thừa còn lại.

Quá trình này lặp lại cho đến khi hoàn thành chuỗi nhiệm vụ. COLA sử dụng residual learning để từng bước nâng cấp mô hình - mỗi adapter mới tương đương một bước fine-tune trong kỹ thuật multi-stage - nhưng không làm gia tăng chi phí tính toán hay bộ nhớ. COLA còn đề ra chiến lược giảm dần rank giữa các vòng học, cho phép tận dụng tri thức học được trước đó một cách hiệu quả, đồng thời tối ưu hoá chi phí huấn luyện ở các vòng sau.

COLA nâng cao khả năng tổng quát hóa của mô hình so với phương pháp LoRA truyền thống bằng cách học cập nhật trọng số theo từng phần dư (residual), từ đó xấp xỉ dần với trọng số tối ưu. Nhờ cơ chế học theo chuỗi, mỗi vòng lặp COLA tập trung vào phần thông tin chưa được học từ các vòng trước, giúp mô hình khai thác triệt để không gian biểu diễn mà không ghi đè các biểu diễn đã học.

Việc hợp nhất (merge) các adapter vào mô hình backbone sau mỗi vòng giúp giữ nguyên chi phí bộ nhớ, tránh tích lũy các module dư thừa. Đồng thời, chiến lược giảm dần rank trong các vòng sau cho phép mô hình sử dụng ít tham số hơn mà vẫn duy trì chất lượng đầu ra, từ đó tối ưu chi phí tính toán.

Đặc biệt, ở các tác vụ phức tạp hoặc với bộ dữ liệu nhỏ, việc chia nhỏ mục tiêu học thành nhiều bước dễ tối ưu hơn giúp COLA tăng độ ổn định trong quá trình huấn luyện. Thực nghiệm trên các mô hình như OPT-1.3B và LLaMA-2-7B cho thấy COLA cải thiện độ chính xác trên tất cả các benchmark thử nghiệm (ví dụ: tăng 6.47% trên task WSC) mà không làm tăng chi phí huấn luyện so với LoRA thông thường.
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Appendix

**Appendix A**. System test cases

List of test cases used in the development of the GARMENTO system is available publicly at: <https://bit.ly/3W4mXUM>. Currently, all critical paths have been tested and passed all the test cases.

**Appendix B.** Latest source code directory

In addition to the monorepo provided in the References list, we provide an organization that clearly shows the decomposed and developed microservices. The Github organization is available at: <https://github.com/garmento-microservices>.
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